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SIMULATION OF TIME-DOMAIN, AIRBORNE, ELECTROMAGNETIC

SYSTEM RESPONSE

A.BECKER*

The response of a time-domain electromagnetic
system over a thin conducting sheet may be
simulated by purely electronic means and without
recourse to scale model experiments. The simula-
tion is based on the similarity between the fre-
quency domain response function for a thin sheet
and the transfer function of certain RC active
networks. Since this type of experiment employs
actual field equipment, the proposed technique
also constitutes a valid means of data quality
control.

It is difficult to carry out an analog simulation
for conductors which do not resemble a thin
sheet. If, however, the frequency domain response

function for the situation in question is known, the
simulation may be carried out on a digital com-
puter. The digital simulation process involves u
numerical Fourier decomposition of the primary
field waveform (as seen by the receiver), the
calculation of the effect of the ground on each
harmonic component, and the recombination of
the secondary field harmonics to form the ob-
served transient. The technique is illustrated
with some calculations of theoretical responses
for an EM system over a homogeneous ground and
over a thin horizontal conducting sheet. The
digital simulation technique is more useful than
the analog.

INTRODUCTION

Time-domain airborne EM prospecting has
been successfully employed for massive sulfide
detection since about 1962 (Barringer, 1962;
Boniwell, 1967). More recently, the very same
technique has proven to be very useful for the
mapping of surficial deposits (Collett, 1965;
Baudoin et al, 1967). Inevitably, each successful
survey, while indicating new possible applica-
tions of this method, also underlined the necessity
for further technical and theoretical develop-
ment. In particular, the Winkler aquifer test
(Collett, 1965) executed by the Geological Survey
of Canada in 1965 pointed out the need for in-
creased resolution in the data, for airborne mag-
netic tape recording, for a controlled assessment
for equipment performance, and finally for a set
of theoretical curves which could be used as an
aid to the quantitative interpretation of the flight
records. At the request of the Geological Survey

of Canada, the manufacturer and inventor of the
equipment, Barringer Research Limited, imple-
mented the first two of these requirements. The
other two developments were undertaken by the
Survey and form the subject of this paper.
System performance can be readily appraised
by subjecting the actual system receiver to a
series of operational tests. The effect of the vari-
ous receiver parameters such as bandwidth and
center frequency can be thus established. At the
same time, the linearity, fidelity, and calibration
of the associated electronic circuits are verified.
There are a number of ways in which such tests
can be carried out. The first and perhaps the most
obvious incorporates a series of carefully con-
trolled test flights. The relative cost of this type
of experiment, however, virtually relegates it to
the “last resort” category. Classical scale model
experiments constitute another solution to this
problem. Unfortunately, this technique is rather
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difficult to apply in real-time if proper scaling
conditions are to be maintained.

The method of analog simulation presented in
this paper is relatively free from these defects. It
employs the actual field equipment in real-time.
Difficulties in scaling are completely eliminated
by simulating the conductor-system interaction
with the aid of an electronic network.

The method for the creation of master curves
is also guided by the principles of simulation. This
approach permits the establishment of a set of
general computer programs which yield the time-
domain response of any particular EM system to
a variety of conductor configurations. The main
program, which simulates the system behavior,
receives all of its input in the frequency domain.
It thus becomes possible to incorporate directly
the vast amount of frequency domain results
currently available (Ward, 1967; Frischknecht,
1967). Equally important is the fact that the
effect of any specific system parameter such as
receiver response or primary field waveform can
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be introduced into the main program as readily as
in the case of the analog method.

Since the need for the material presented here
was mainly derived from our own experience with
the Barringer Input! system, it is normal that
this system would serve as a basis for all further
discussion. Similar work has been done on the
same system by Nelson and Morris (1969) and by
Morrison et al (1969). It is hoped, however, that
all the general aspects of the simulation tech-
niques developed in this article will prove applic-
able to a number of other time-domain EM sys-
tems.

SYSTEM RESPONSE SIMULATION—
ANALOG METHOD
The analog simulation method is based directly
on the operating principles of an EM system
(Figure 1). The system is characterized by a
transmitter emitting a repetitive primary field
which is specified by its discrete frequency spec-
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FiG. 2. Physical basis for the analog simulation technique. (A) Schematic diagram for actual system.
(B) Schematic diagram for equivalent analog model.

trum %,(w), a conductor described by its frequency
dependent transfer function ¢(w), and a receiver
which supplies a voitage Vz(f) to the detector.
From a spectral point of view, all conductors
have a high-pass filtering effect on the primary
field. The main effect of the receiver transfer func-
tion 7(w) is a differentiation of the magnetic field,
Thus the voltage induced in the receiver by the
secondary field resembles a distorted differential
of the primary field. Of sole interest to us is the
transient which terminates the main waveform.
"Only this part of the receiver voltage is sampled,

detected, and recorded by the receiver electronics
{Barringer, 1962; Boniwell, 1967).

Although the EM system under consideration
apparently functions in the time domain, the
analog simulation method is most easily derived
by considering the matter in the frequency do-
main. Let us examine a block diagram for the
total system (Figure 2A). One can conceptually
visualize the interaction of the EM system with
the conductor as a simple linear filtering process
and describe it in terms of conventional electrical
engineering terminology. In particular, if one
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expresses the repetitive primary field waveform
H,(%) in terms of its complex Fourier series,

nw+-00

Hy(f) = 22 hy(nwo)et, ¢y

n=—e0

and the voltage output of the receiver in terms of
its Fourier series

n=-+0w

Ve(t) = Y vr(nwg)ene, (2)

n=—u0

the linear relationship between the two sets of
coefficients can be demonstrated. To derive the
exact relation it is convenient to define the re-
ceiver in terms of its frequency dependent trans-
fer function,

v(nw)
k(ﬂwo),

3)

r(nwo) =

which relates the receiver output voltage coeffi-
cients v(w) to the inducing field coefficients 4(w).
In a similar manner it is necessary to ascribe to
the conductor a frequency dependent transfer
function ¢(w) which defines the relation between
the secondary and primary field coefficients at the
receiver through

c(nwe) = hs(ﬂwo)/hp(”wo)- (4)

The coefficients for the output voltage induced in
the receiver by the primary field can now be
written as

() = 7(w) - hp(w); (5)

similarly those induced by the secondary field
are given by

T'a(“-’) = 7(0.)) 'hs(w)‘ (6)

With the help of equation (4), relation (6) can be
rewritten as

24{w)

(@) c(w) hp(w), (7
ve(w) = c(w) - 2p(w). (8)

The sum of the coefficients for voltage output of
the receiver is of course given by the sum of the
primary and secondary coefficients,

vr(w) = vp(w) + vs(w)

Becker

which, upon substitution of equation (8) can be
written as

18(w) = vp(w)-[1 + ¢(w)]. 9

This establishes the linear relation between the
receiver output and the primary field coefhicients.

The theoretical foundation of the analog simu-
lation method now becomes apparent. In fact
equation (9) linearly relates the receiver output
voltage harmonic coefficients when a conductor is
present [¢c(w)#0] to the harmonic coefficients of
the receiver output in the absence of any con-
ducting material [zp(w)]. To simulate a conductor
with a transfer function ¢(w), it is only necessary
to insert between the receiver and the detector a
linear filter network whose transfer function is
also ¢(w), and to add the output of the network to
the “free space” output of the receiver. Figure 2B
illustrates the schematic arrangement of the
equipment. The analogy between the two illus-
trations of Figure 2 is complete since the mathe-
matical expressions which govern the voltage
applied to the detecting mechanism [(2) and (9)]
are common and identical in both cases.

The electronic analog system consists of a
scaled down model of the aircraft transmitter and
its receiver, arranged in a maximum coupled
configuration. The scaling factor is of no conse-
quence. It is most important, however, that the
excitation current in the transmitter be nearly
identical in waveform and repetition rate to that
used in practice, and that the band-pass charac-
teristics of the laboratory recciver closely resem-
ble those of the actual pick-up coil-amplifier as-
sembly. The conductor is replaced by an electronic
network with a transfer characteristic approxi-
mately equal to that of the conductor whose re-
sponse is being simulated. The network is excited
with the voltage induced in the receiver by the
primary magnetic field. Its output should be
multiplied by a constant which depends on the
transmitter-conductor-receiver geometry. If a
full simulation is desired, a portion of the receiver
voltage (depending on the XMTR-RCVR con-
figuration) should be added directly to the net-
work output. In practice, one is mainly concerned
with the detector response to the secondary field
transient which terminates the received wave-
form, and the above step may be omitted.

The artificially- generated transient can now
serve as a basis for the quality assessment of the
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detection apparatus. If the experimental set-up
is closely controlled, the transients generated by
it can be made identical to those which would be
observed by flying the detector over different
conducting masses. Since the detector employed
in the laboratory is the very same piece of equip-
ment that is used on survey, use of this method
results in a laboratory study of the equipment
response under quasi-operational conditions.
Perhaps the simplest test to perform is the
evaluation of the system’s response to a small
ring of conducting material. Although this type
of body does not occur in nature, its electromag-
netic characteristics sufficiently resemble those of
naturally occurring conductors to warrant its
consideration. The utilization of this rather simple
conductor carries with it two important advan-
tages. First, transients generated by this type of
anomaly decay with time in a truly exponential
manner (Grant and West, 1965, p. 540-543), and
thus provide an immediate check on detector
fidelity. The main advantage, however, is derived
from the fact that its transfer function is a simple
algebraic expression which readily lends itself to

simulation.

T
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The transfer function for a ring conductor
(Figure 3) is given by,

a? + ja
1+ ?

(Grant and West, 1965, p. 488). Here, the term
(G.F.) denotes a geometrical factor which is a
function of spatial relations between the trans-
mitter, the receiver, and the conductor. The
frequency-dependent, dimensionless, induction
parameter « is related to the ring’s time constant
7 through

¢(w) = (G.F.) (10)

a = wr = wL/R, (11)

where L is the ring inductance, R its resistance,
and wis the angular frequency. All units are in the
mks system.

On the other hand, if we consider the electronic
network also shown in Figure 3, we note that its
transfer function is given by

¢(w) = [G.F]

R+ —
joc

(12)
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F16. 3. Equivalence of electronic and electromagnetic transfer functions.
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(Karplus, 1958, p. 233), where R is the resistance
of both the feedback and series resistors, and C
is the series capacitance. The [G.F.] term denotes
the fraction of the output voltage made externally
available. With some minor algebra, expression
(12) can be put into a form identical to equation
(10),i.e.,

d(w) = — [G.F.]J(8 + i8)/(1 + 8Y). (13)
In this case,

B = weR = wr, (14)
where 7' is the time constant of the network. In
order to employ the network for simulation it is
only necessary to have, '

clw) = ¢/(w)

for all frequencies. This can be readily accom-
plished by making

(G F')nef.work = (GF-) conductory

and

In terms of the actual electrical parameters we
must have

(L/R) conductor = (CR) network. ( 15)

The difference in sign between the two transfer
functions will result in a difference in sign between
the theoretical and simulated transients. Their
magnitude and shape, however, will be identical.
Should this present any difficulty, it may be
remedied by adding to the simulation network a
unit gain inverting stage.

Figure 4 illustrates the resuits obtained in a
series of tests on the receiver from the EM sys-
tem under consideration. It can readily be appre-
ciated that the fidelity of the piece of equipment
under test was entirely satisfactory over a variety
of time constants. It was also demonstrated that
the calibration of the detector was correct because
the differences between the experimental and
theoretical data (obtained by the digital simula-
tion method) did not exceed the noise level of the
instrument. '

It is perhaps somewhat fortuitous that the re-
sponse of a thin, conducting sheet may, under
certain conditions, also be simulated with the aid
of the simple RC network just discussed.

Becker
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Fi16. 4. Fidelity test on receiver from the system
under discussion by comparison of measured and
theoretical data for various time constants.

The analogy is derived empirically by observing
that the response of the sheet to an EM airborne
system whose flight elevation is of the order of its
coil separation is similar to the response function
of a ring conductor (Frischknecht, 1967). The
theoretical basis for the sheet ring analogy con-
sists of the fact that at high frequencies the sheet
behaves as a plane mirror which images the trans-
mitter at a depth below the conducting sheet
equal to the transmitter’s height above it. In par-
ticular, at high frequencies the transfer function
for the network, ¢,(w), may be written as

aw) = [G.F.]J1 +j/8),

while the transfer function for the thin sheet at
high frequency is given by (Wait, 1953) as

a(w) = [G.F.]JA + «5/%),

(16)

(17)
where

¥ =uwot,/ 2,

p=sheet permeability,

o =sheet conductivity,

t=sheet thickness,

s=transmitter-receiver horizontal separation,

x=a geometrical constant, which is a function
transmitter-receiver geometry and flight
elevation, and

all units are in the mks system,

It is now evident that high-frequency equality of
the two transfer functions may readily be estab-

lished by choosing,
8= 'Y/ K,
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which is equivalent to choosing the netwark time-
constant

(18)

Toetwork = HOls/ 2k

1t is of course also necessary to allow directly for
the effect of aircraft elevation and receiver-trans-
mitter geometry by controlling the gain of the
electronic network. A typical set of results is
shown in Figure 5. These results were obtained for
a coplanar vertical axis system flown at 345 ft
with a coil separation of 360 ft. The appropriate
value of x was equal to unity. Network time con-
stants were set equal to 0.25, 0.5, and 1.0 ms,
corresponding to sheet thickness-conductivity
product values of 3.6, 7.2, and 14.5 mhos, re-
spectively. The theoretical values used for com-
parison were obtained with the method discussed
in the next part of this paper.

SYSTEM RESPONSE SIMULATION—
DIGITAL METHOD

The digital computer programs for the evalu-
ation of theoretical response curves were gener-
ated through a purely operational approach. The
simulative aspect of these programs is derived
from the provisions, incorporated within the
general framework, for the description of a variety
of features particular to different airborne in-
stallations. In this manner, the effects of trans-
mitter waveform, receiver bandwidth and damp-
ing, and detector channel widths and settings may
be fully introduced in the computation of master
curves. The principal feature of this technique,
however, is the direct translation of theoretical or
scale-model frequency domain data into time-
domain response curves.

The digital simulation method is based on the
same principles that were used for the derivation
of the analog method (Figure 6). The starting
point is the evaluation of the Fourier coefficients
for the voltage induced in the receiver by the pri-
mary magnetic field V(). If we write

n=N

Vo) = 20 vp(mwg)einet,

n=—N

(19)

it is possible to evaluate the NV complex coefficients
Vp with the help of standard numerical methods
(Hamming, 1962, p. 67-74). The accuracy of the
expansion of course depends on the number of co-
efficients computed. For our purposes, it was found
that satisfactory accuracy was obtainable with

745

@
¥
Ld b
~ <
~ ]
b <
5 goé‘i&
. ¥ \“\w‘
w ﬂ d
t: (J
EQL .
W -
E 1
<
ad
& .
5 — THEORY
o« ANALOG
° 3 So SIMULATION

0
TIME {msec)
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sheet response.

the use of 352 harmonics. Since the EM system
under discussion utilizes a mirror-symmetrical
(Goldman, 1948, p. 9) excitation function the
even harmonic coefficients are zero and only odd
harmonics need be considered.

The next step in the digital simulation is the
evolution of the Fourier coefficients, v;(nwy), of
the voltage induced in the receiver by the secon-
dary field. These can be written directly from
equation (8) as

vs(nwe) = c(nwg)  vp{nws). (20)
Here the c(nwy) are the complex, frequency do-
main, transfer function values for the system and
conductor in question. Normally, these are not
available in closed analytical form and must be
obtained by interpolation in a table of values such
as the one given by Frischknecht (1967).

At this point, one can compute the time-domain
values of the voltage induced in the receiver by
the secondary field through a summation of the
corresponding finite Fourier series

n=N

V() = Z 2, (nwg)ement,

n=—N

(21)

In practice, however, the detector employed does
not yield V,(#) but, because of finite sampling
channel widths, measures the average value of
this quantity

1 t+A
V.0 = - f vid, — (22)
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where 2A is the sampling channel width. Since 5 -0 msec "
V() is a periodic function, V,() will also be [ i
periodic. It may then be represented by a Fourier ~

expansion

n=N

Vi) = 25 va(nwo)einet.

n=—N

(23)

The coefficients for the Fourier expansion of
V,(t) are then simply related to those for the ex-
pansion of V,(f) (Hamming, 1962, p. 298) through

vy (nwot) = [vs(nwo)]-[sin /6]  (24)

with 8 =nwA.

The exact waveform of the voltage induced in
the receiver by the horizontal component of the
primary field which initiates the computation of
the secondary field transients is of great impor-
tance. It evidently has a direct bearing on the
amplitudes and, to a lesser degree, on the shape
of the computed decay curve. In fact, this fun-
damental quantity contains all the necessary in-
formation about the transmitted current wave-

RECEIVER VOLTAGE = Vp'

~——~FIELD SYSTEM WAVEFORM
THEORETICAL APPROXIMATION

Fic. 7. Theoretical and experimental waveforms
for the voltage induced in the receiver by the primary
field.
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form, the electronic parameters of the receiver,
and its associated cable amplifier and pre-ampli-
fier gains. The measurement or calculation of the
primary waveform thus constitutes an effective
calibration of the total system. In practice a direct
measurement is preferred to calculation based on
the engineering specifications of the system. The
experimental calibration may be carried out dur-
ing the course of a single high altitude test flight.
The aircraft should be flown at an elevation in
excess of 2500 ft if the effects of ground conduc-
tivity are to be made negligible.

The digital computer program ensemble in-
cluded programs for Fourier analysis and Fourier
synthesis, and was complemented with table
look-up and Newton interpolation subroutines.
With the incorporation of the 176 odd harmonic
components we were able to achieve an accuracy
of about one-twentieth of one percent of the peak
amplitude of the primary field. The frequencies
considered ranged from the fundamental at 144
Hz to the last harmonic at about 50 kHz. Once the
programs are loaded, the computer takes about 25
sec to produce a set of transient decay values. The
running cost per master curve thus amounts to
just over one dollar.

DIGITAL SIMULATION—RESULTS

The following results were computed for an
analytical half-cosine excitation function (Figure
7). While the chosen function only approximates
the primary induced voltage which might be ob-
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F1c. 10. Relation of mean transient amplitudes (area
under decay curve) and mean decay rates to conductiv-
ity of half space.

served in a practical case, we have elected to em-
ploy this general theoretical function rather than
any particular experimental waveform- to- serve
as a basis for subsequent discussion. Evidently,
the preparation of master curves for any particu-
lar system should be based on its own primary
field response. With one exception all the curves
presented here describe the terminal secondary
field transients for a minimum coupled airborne
system with vertical transmitter and receiver
axes. The receiver is situated 360 f{t behind and
260 ft below the aircraft. Flight elevation was taken

20+

TIME (msec)

A(HMH/H) N

Fre. 11, Variation of transient amplitude with elevation.
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to be 450 ft. Again with one exception, all times
indicated are taken with reference to the onset of
the primary field pulse.

The first study undertaken with the aid of the
digital simulation program ensemble examined
the response of a homogeneous half-space (Figure
8). The system under consideration responds well
to ground resistivity values which range from 100
toc 2 ohm-m. Outside of this range, however,
transient amplitudes fall sharply. A clese inves-
tigation of the transient shape reveals that the
amplitude decay with time nearly follows an in-
verse power law. The negative exponent appears
to be uniformly related to the ground resistivity.

It is interesting to compare the homogeneous
ground transients with those that would be ob-
tained over a thin horizontal sheet (Figure 9).
Sizable responses in this case are limited to sheet
conductance values(conductivity—thicknessprod-
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=
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Becker

uct) which range upward from 0.5 to 20 mbhos.
Within this range transient, amplitudes may be
up to fifty percent larger than those produced by
the homogeneous ground. With the exception of
the fact that thin sheet transients decay in an'al-
most exponential mode, it is rather difficult to
distinguish these from a homogeneous ground re-
sponse.

It is possible to summarize the transient varia-
tion with ground conductivity by computing the
area under the total decay curve. This quantity
(Figure 10) which is proportional to the mean
transient amplitude has been found quite useful
(Collett, 1967) in the preliminary evaluation of
airborne, time-domain, EM data. Unfortunately
the loss in mean transient amplitude with con-
ductivity which occurs above a value of about 0.1
mho/m restricts the use of this technique to low
conductivity values. The difficulty may be re-
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F16. 12, Variation of transient amplitude with receiver axis orientation.
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solved by normalizing the “area under the curve”
function with respect to the initial (Channel 1)
transient amplitudes. The resulting normalized
theoretical curve is closely related to the average
decay rate and provides the necessary informa-
tion for an unique determination of ground con-
ductivity.

In addition to the compilation of standard re-
sponse curves we have taken advantage of the
digital method to examine the variation of tran-
sient behavior with changing survey conditions.
These mathematical experiments permitted us to
" investigate the effects of transmitter-receiver-con-
ductor geometry and the effects of the instrument
electronic parameters on the theoretical values of
the secondary field decay curve.

For example, an initial investigation of tran-
sient amplitude variation with flight elevation
(Figure 11) indicates this to be a rather complex
matter as the rate of transient amplitude fall-off
with elevation appears to be a function of the
ground conductivity. It seems that over conduc-
tive ground (5 ohm-m), the transient amplitude
varies inversely as the cube of the elevation, while
over a moderately resistive terrain it decreases

much less rapidly, following an inverse square
law. The transient shape, however, appears to re-
main unaltered with the small elevation changes
considered here.

Another set of computations was devoted to a
comparison between the results obtainable with
the receiver axis horizontal and those which
would be obtained with a vertical receiver axis
(Figure 12). It can be readily appreciated that in
the absence of anomalously high conductivities a
vertical receiver axis is to be preferred when the
system is used for geological mapping.

The last set of calculations which we wish to
present here demonstrates the desirability of em-

- ploying long primary current pulses (Figure 13).

As may have been expected (Bhattacharyya,
1968), the resultant transient amplitudes vary
uniformly with primary pulse duration.

SUMMARY AND CONCLUSIONS

The methods and ideas presented in this paper
may appear to be somewhat idealized since their
application was illustrated only with respect to
some very simple conductor configurations. The
conductor configurations for which system re-



752

sponse was determined were not chosen however
with the accent on the specific results. The main
purpose of the examples was to illustrate the
flexibility of the proposed techniques.

By virtue of its simplicity, the analog method
provides a rapid and effective means for assessing
the response of a given time-domain system to
some simple conductor configurations. Most con-
ductors, however, cannot be simulated with ele-
mentary electronic networks. The usefulness of
this technique thus remains momentarily re-
stricted to equipment tests during development
and to the large measure of data quality control
which it canprovide:

The digital-simulation technique is much more
useful. It may be used to compute the system re-
sponse to any set of conditions for which fre-
quency domain data is available. In this paper we
have only examined the effects of ground con-
ductivity, receiver-transmitter coupling, and pri-
mary field waveform. The very same method,
however, can also be used to study, for example,
the effects of receiver band width and to simulate
the secondary field transients which are generated
by spherical, cylindrical, and thin sheet conduc-
tors.

It is sincerely hoped that the digital technique
presented here may be soon developed to the point
where it will prove useful for the automatic digital
computer interpretation of the field results. The
vast amount of available survey data certainly
warrants the pursuit of this goal!
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